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ABSTRACT 

Through the neural system damage and repair process of human brain, we can construct the complex deep learning and 

training of the repair process such as the damage of brain like high-dimensional flexible neural network system or the local 

loss of data, so as to prevent the dimensional disaster caused by the local loss of high-dimensional data. How to recover and 

extract feature information when the damaged neural system (flexible neural network) has amnesia or local loss of stored 

information. Information extraction generally exists in the distribution table of the generation sequence of the key group of 

the higher dimension or the lower dimension to find the core data stored in the brain. The generation sequence of key group 

exists in a hidden time tangent cluster. Brain like slice data processing runs on different levels, different dimensions, different 

tangent clusters and cotangent clusters. The key group in the brain can be regarded as the distribution table of memory 

fragments. Memory parsing has mirror reflection and is accompanied by the loss of local random data. In the compact 

compressed time tangent cluster, it freely switches to the high-dimensional information field, and the parsed key is buried in 

the information. 

Keywords: Brain like, Nervous system injury and repair, Flexible neural network, Key group generation sequence, 

High-dimensional information field,Memory analysis  

1. INTRODUCTION 

Flexible depth neural network (KDNN) with unipolar and multipolar flexible weakly nonlinear clustering functions with 

parameters is designed,and it is that corresponding learning algorithm. Different from the ordinary neighborhood depth 

neural network (KDNN), KDNN can not only learn the connection weight, but also learn the parameters of flexible weakly 

nonlinear clustering function. Therefore, it can generate appropriate weak nonlinear clustering function morphology for each 

hidden layer and output layer unit according to the learning sample set. Flexible neural network can improve the performance 

of kdnn network and solve the classification and prediction problems in different fields.  

From non flexible depth neural network (KFDNN) to flexible depth neural network (KFDNN), and then from flexible 

depth neural network (KFDNN) to brain like neural network; The relationship between hypersection of brain like heavy 

nucleus boundary key group generation sequence, flexible depth neural network (KFDNN) and brain like neural network is 

constructed. 

1.1 Flexible neural network mathematical model 

∀𝐾𝐾𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛−1�𝜌𝜌∧𝑛𝑛 ,𝜃𝜃𝜆𝜆 � 𝑘𝑘  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛𝐼𝐼�⎯⎯⎯⎯⎯⎯⎯⎯� ∃𝐾𝐾𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛−1�𝜌𝜌∧𝑚𝑚 ,𝜃𝜃𝑘𝑘 ⊗𝛽𝛽𝑘𝑘 �, 𝐼𝐼𝑖𝑖𝜃𝜃 ⊗ 𝛽𝛽 , 𝜌𝜌 𝐼𝐼𝑛𝑛𝑎𝑎 𝐼𝐼𝑎𝑎𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛𝑎𝑎 𝑤𝑤𝐼𝐼𝐼𝐼𝑘𝑘 𝑛𝑛𝐼𝐼𝑛𝑛𝑛𝑛𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛 
𝑆𝑆𝑚𝑚+𝑘𝑘−1 ��𝜌𝜌𝑚𝑚 ⊗𝜃𝜃𝑘𝑘 �+ ∧ �𝜌𝜌𝑚𝑚 ⊗𝜃𝜃𝑘𝑘 �−� 𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼 ℎ𝐼𝐼𝑚𝑚𝐼𝐼𝐼𝐼𝑎𝑎 ℎ𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼

 (𝑆𝑆𝑆𝑆𝑎𝑎𝐼𝐼𝐼𝐼𝑆𝑆𝐼𝐼𝑛𝑛𝑛𝑛 ,𝐻𝐻𝑛𝑛𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎 ℎ𝐼𝐼𝐼𝐼𝐼𝐼)�⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯� �𝑆𝑆𝑛𝑛𝐼𝐼𝑖𝑖𝐼𝐼𝑚𝑚+𝑘𝑘−1�𝜌𝜌𝑚𝑚 ⊗𝜃𝜃𝑘𝑘 �+� ∧ �𝑆𝑆𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1�𝜌𝜌𝑚𝑚 ⊗𝜃𝜃𝑘𝑘 �−�          (1) 

1. 2 Mathematical model of brain like neural network analysis 

Its core core is the left and right brain heavy nuclei of high-dimensional supersymmetric hypersurface normal complex 

variable high-dimensional tangent bundle. 

𝑆𝑆𝑀𝑀𝜕𝜕𝜔𝜔(𝜃𝜃)+11,2
~ 𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+11,2

𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼  𝐼𝐼𝑛𝑛𝑎𝑎  𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼,

 𝑆𝑆𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛  𝑛𝑛𝐼𝐼𝑘𝑘𝐼𝐼  ℎ𝐼𝐼𝐼𝐼𝑒𝑒𝑛𝑛  𝑛𝑛𝑆𝑆𝑛𝑛𝑛𝑛𝐼𝐼𝑆𝑆𝐼𝐼�⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯� � Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1+ ∧ Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1− �                                                                                           (2) 
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The left and right brain heavy nuclei are substituted into the mathematical model of flexible neural network,then 

𝑆𝑆𝑛𝑛𝐼𝐼𝑖𝑖𝐼𝐼𝑚𝑚+𝑘𝑘−1 � Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1+ � ∧ 𝑆𝑆𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 � Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1− � ≃ 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼𝑚𝑚+𝑘𝑘−1 � Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝜌𝜌𝐼𝐼 ⊗𝜃𝜃𝑘𝑘 �+ � ∧ 𝑆𝑆𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 � Ω𝐼𝐼 ′(𝛽𝛽)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝜌𝜌𝐼𝐼 ⊗𝛽𝛽𝑘𝑘 �− � 

The relationship and evolution between the formation of neurons and K iterations. 𝐼𝐼𝑖𝑖 𝜌𝜌 → 1, 𝜃𝜃 = 2𝑘𝑘𝑘𝑘 + 𝜃𝜃1 + 𝜃𝜃2 + ⋯ , 𝐼𝐼 ∈ ∀𝜎𝜎, �𝑆𝑆𝜕𝜕𝑀𝑀−1�𝑘𝑘   , 𝐼𝐼ℎ𝐼𝐼𝑛𝑛 

𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼𝑚𝑚+𝑘𝑘−1 � Ω𝐼𝐼 ′(𝜃𝜃)

�𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑘𝑘�𝜃𝜃𝑘𝑘 �+ � ∧ 𝑆𝑆𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 � Ω𝐼𝐼 ′(𝛽𝛽)

�𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑘𝑘�𝛽𝛽𝑘𝑘 �− � ≅ 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 � Ω𝐼𝐼 ′(𝜃𝜃∧𝛽𝛽)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝜃𝜃𝑘𝑘 ⊗𝛽𝛽𝑘𝑘 �+ �                                      (3) 

The distribution of left and right hemispheres (brain like) is delayed. Perform a mathematical model to  analysis of the effect. 

The weak nonlinear fluctuation of information field is formed on the 𝐼𝐼 ′ tangent disturbance of 𝜃𝜃𝑘𝑘 ,𝛽𝛽𝑘𝑘 .The internal law can 

be observed by combining the above formula. 

ⅰ. The iterative hyper slice kernel and high-dimensional time tangent perturbation kernel are analyzed. 

� 𝑆𝑆𝜕𝜕𝑀𝑀−𝑘𝑘± �𝜃𝜃𝑘𝑘 ∧ 𝛽𝛽𝑘𝑘 ��, Ω′ [𝐼𝐼(𝜃𝜃) ∧ 𝐼𝐼(𝛽𝛽)]𝜕𝜕𝑘𝑘±
 

ⅱ. The time tangent problem of the hypercut kernel of the left and right brain (brain like). 

𝑆𝑆𝜕𝜕𝑀𝑀−𝑘𝑘�𝜃𝜃𝑘𝑘 �                                                        �⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯�Ω′ [𝐼𝐼𝑘𝑘(𝜃𝜃)]𝜕𝜕𝑀𝑀   𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 (𝐼𝐼′)� 
 

 

𝑆𝑆𝜕𝜕𝑀𝑀+𝑘𝑘�𝛽𝛽𝑘𝑘 �                                                        �⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯�Ω′ [𝐼𝐼𝑘𝑘(𝛽𝛽)]𝜕𝜕𝑀𝑀   𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 (𝐼𝐼′)� 
 The time tangent perturbation structure of left and right brain (brain like) overweight nuclei is called neurons for short. 

Then 𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 �𝐼𝐼 ′��𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 , 𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 �𝐼𝐼 ′��𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼 .Therefore, neurons in the left and right brain (brain like) have different 

division of labor and operate in the dimension of time tangent, that is, information storage, operation, extraction, analysis and 

so on. 

ⅲ. How neurons are distributed in the sulcus of the left and right brain (brain like). 

𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+11,2 �𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 �𝐼𝐼 ′�� ∧ 𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 �𝐼𝐼 ′��� 
That is, sulcus gyrus causes brain like distribution dimension + 1, Moreover, the distribution of neurons presents the 

morphological characteristics of cooperative operation of probability distribution. Therefore, the human brain has the reason 

of changeable and innovation. The repair of the injured nervous system of the local nerve of the human brain is similar to that 

of the brain like nervous system, that is, the loss of local data of memory leads to amnesia; But it will not cause dimensional 

disaster of high-dimensional information field, The lead of memory restoration, that is, the time tangent between neurons, 

links the information of all dimensions. 

𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+11,2 ��𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 �𝐼𝐼 ′� ∧ 𝜃𝜃𝜕𝜕 �𝐼𝐼 ′��� ∧ �𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 �𝐼𝐼 ′� ∧ 𝛽𝛽𝜕𝜕 �𝐼𝐼 ′����， 

Local missing function analysis of human brain (brain like) information data. 
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𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+11,2 � 𝜃𝜃𝜕𝜕 �𝐼𝐼 ′�∧ �𝜕𝜕 ∧ 𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+1 � 𝛽𝛽𝜕𝜕 �𝐼𝐼 ′�∧ �𝜕𝜕1,2
~ 𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+1 � 𝜃𝜃𝜕𝜕 �𝐼𝐼 ′� ∧ 𝛽𝛽𝜕𝜕 �𝐼𝐼 ′�∧∧ �𝜕𝜕1,2
 

𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+1 � 𝜃𝜃𝜕𝜕 �𝐼𝐼 ′� ∧ 𝛽𝛽𝜕𝜕 �𝐼𝐼 ′�∧∧ �𝜕𝜕1,2 ≃ 𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+1 �𝜃𝜃𝜕𝜕′ �𝐼𝐼 ′��𝜕𝜕
1,2

 , 𝐼𝐼ℎ𝐼𝐼𝑛𝑛 

∃ � �𝜃𝜃𝜕𝜕2
′ �𝐼𝐼 ′��𝜕𝜕𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

1,2�𝜔𝜔�𝜃𝜃 ′�+1� �𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼  𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼
𝐵𝐵𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛  𝑛𝑛𝐼𝐼𝑘𝑘𝐼𝐼𝐷𝐷𝐼𝐼𝐼𝐼𝑎𝑎  2 𝑎𝑎𝐼𝐼𝑚𝑚𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛𝐼𝐼

= ∃ � �𝜃𝜃𝜕𝜕2
′ �𝐼𝐼 ′��𝑀𝑀𝜕𝜕2(𝐼𝐼𝑒𝑒𝑎𝑎 )

1,2�𝜔𝜔�𝜃𝜃 ′�+1� � 
𝐼𝐼𝑖𝑖 𝐼𝐼 ′ → −∞, 𝐼𝐼ℎ𝐼𝐼𝑛𝑛 , and non-existent data caused total amnesia. 

ⅳ. Neurons are accompanied by left and right brain damage (local), structural morphology. 

𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+1 �𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 (𝐼𝐼′)� ∧ 𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 (𝐼𝐼′)��1,2 − � �𝜃𝜃𝜕𝜕2
′ (𝐼𝐼′)�𝑀𝑀𝜕𝜕2(𝐼𝐼𝑒𝑒𝑎𝑎 )

1,2�𝜔𝜔 �𝜃𝜃′ �+1� �𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼 �� �𝜃𝜃𝜕𝜕′ �𝐼𝐼 ′��𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

1,2�𝜔𝜔�𝜃𝜃 ′�+1� �𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼  Repair data from the perspective of mathematical model. 

ⅴ. Data characteristics of neurons (left and right brain (brain like)) repairing local damage. 

� 𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+1 �𝑆𝑆𝜕𝜕𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 (𝐼𝐼′)� ∧ 𝑆𝑆𝜕𝜕𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 (𝐼𝐼′)��1,2
+ �� �𝜃𝜃𝜕𝜕′ (𝐼𝐼′)�𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

1,2�𝜔𝜔 �𝜃𝜃′ �+1� �𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼
= � 𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+1 �𝑆𝑆𝜕𝜕𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 (𝐼𝐼′) ⊕𝜃𝜃𝜕𝜕′ (𝐼𝐼′)� ∧ 𝑆𝑆𝜕𝜕𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 (𝐼𝐼′) ⊕𝜃𝜃𝜕𝜕′ (𝐼𝐼′)��1,2
 

𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+1 �𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 (𝐼𝐼′)� ∧ 𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 (𝐼𝐼′)��1,2

= � 𝑆𝑆𝑀𝑀𝜕𝜕 (𝐼𝐼𝑒𝑒𝑎𝑎 )

𝜔𝜔(𝜃𝜃)+1 �𝑆𝑆𝜕𝜕𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 (𝐼𝐼′) ⊕𝜃𝜃𝜕𝜕′ (𝐼𝐼′)� ∧ 𝑆𝑆𝜕𝜕𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 (𝐼𝐼′) ⊕𝜃𝜃𝜕𝜕′ (𝐼𝐼′)��1,2
      (4) 

Therefore, the repair of human brain (brain like) damage is generally distributed and obtained in the time tangent angle, that 

is, the relationship between dimension reduction and dimension increase of data.At the same time, there is the relationship 

between partial differential and integral (local)∑𝜃𝜃𝜕𝜕′ (𝐼𝐼 ′). 

ⅵ. The repair forms of local nerves in the left and right brain of human brain are different. Please observe the following 

formula. 

⎩⎪⎨
⎪⎧ Ω𝑀𝑀𝜕𝜕 �𝜃𝜃𝑘𝑘 �𝐼𝐼 ′� ⊕ 𝜃𝜃𝜕𝜕′ �𝐼𝐼 ′��𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼+

Ω𝑀𝑀𝜕𝜕 �𝛽𝛽𝑘𝑘 �𝐼𝐼 ′� ⊕ 𝜃𝜃𝜕𝜕′ �𝐼𝐼 ′��𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼− � 
Therefore, the left and right brain can cooperate to repair the local nervous system and restore the amnesia to normal. 

Ω𝑀𝑀𝑘𝑘 �𝜃𝜃𝑘𝑘 𝛽𝛽𝑘𝑘 (𝐼𝐼 ′) ⊕𝜃𝜃𝜕𝜕′ (𝐼𝐼 ′)� =𝜕𝜕 Ω𝑀𝑀𝑘𝑘+1�𝜃𝜃�𝜌𝜌(𝐼𝐼)�� 
Therefore, the coordination of left and right brain (brain like) can better develop the brain and is also conducive to the repair 

of brain injury. 

𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼𝑚𝑚+𝑘𝑘−1 � Ω𝐼𝐼 ′ (𝜃𝜃∧𝛽𝛽)

�𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑘𝑘 �𝜃𝜃𝑘𝑘 ∧ 𝛽𝛽𝑘𝑘 �+ � ≅ Ω𝑀𝑀𝑘𝑘+1�𝜃𝜃�𝜌𝜌(𝐼𝐼)��𝑆𝑆𝑛𝑛𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎 ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1                              (5) 

1.3 The Human brain (brain like) perceives the surrounding information field (assuming Similar MR 

information). 
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Ω𝑘𝑘+1 �𝜃𝜃 �𝜌𝜌�𝐼𝐼(𝑀𝑀𝑀𝑀)��� = Ω𝑘𝑘+1 �𝜃𝜃 �𝜌𝜌𝐼𝐼 �� 𝛿𝛿𝜔𝜔𝐼𝐼 × 𝑛𝑛𝐼𝐼𝑎𝑎�𝐼𝐼 + 𝑀𝑀−1 × 𝐻𝐻𝐼𝐼𝑖𝑖 × 𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛
× 𝐻𝐻𝑖𝑖𝐼𝐼𝐻𝐻���� , 𝐼𝐼𝑛𝑛𝑎𝑎  

𝑀𝑀−1 𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛𝑛𝑛𝐼𝐼 𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛𝐼𝐼𝑛𝑛 ,𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛
= 𝑀𝑀𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒 �𝐸𝐸𝑋𝑋𝐸𝐸𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑆𝑆𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑀𝑀𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻�𝐼𝐼

𝑄𝑄
                            (6) 

ⅰ. The eye perception image of the human brain is equivalent to how signal of 𝑀𝑀𝑀𝑀𝐻𝐻𝐼𝐼𝑖𝑖 𝑄𝑄𝐼𝐼 𝐻𝐻𝑖𝑖𝐼𝐼𝐻𝐻
  is processed in brain space.  

The energy wave structure equation of human brain (brain like) supporting information field. 

Ω𝑘𝑘+1 �𝜃𝜃 �𝜌𝜌 �𝐼𝐼�𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 ���� = 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼𝑚𝑚+𝑘𝑘−1 � Ω𝐼𝐼 ′ �𝜃𝜃∧𝛽𝛽�𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 ���𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑘𝑘 �𝜃𝜃𝑘𝑘 ∧ 𝛽𝛽𝑘𝑘 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 ��+ � 
ⅱ. The vector motion of energy fluctuation on the brain space surface (𝑋𝑋𝐾𝐾𝐻𝐻), so the above formula can be written as.  

Ω𝑘𝑘+1 ⎣⎢⎢
⎢⎡𝜃𝜃 ⎝⎜
⎛𝜌𝜌𝐼𝐼 ⎝⎛𝑀𝑀𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒 �

𝐸𝐸𝑋𝑋𝐸𝐸𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑆𝑆𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑀𝑀𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻�𝐼𝐼
𝑄𝑄
⎠⎞⎠⎟
⎞
⎦⎥⎥
⎥⎤

= 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼𝑚𝑚+𝑘𝑘−1

⎝⎜
⎛ Ω𝐼𝐼 ′�𝜃𝜃∧𝛽𝛽�𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 ���𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑘𝑘

⎝⎜
⎛𝜃𝜃𝑘𝑘 ∧ 𝛽𝛽𝑘𝑘 ⎝⎛𝑀𝑀𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒 �

𝐸𝐸𝑋𝑋𝐸𝐸𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑆𝑆𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑀𝑀𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻�𝐼𝐼
𝑄𝑄
⎠⎞⎠⎟
⎞+

⎠⎟
⎞

            (7) 

It can be seen from the above that the brain carries special energy waves and processes various signals in a higher dimension. 

Ω𝑘𝑘+1 ⎣⎢⎢
⎢⎡𝜃𝜃 ⎝⎜
⎛𝜌𝜌𝐼𝐼 ⎝⎛𝑀𝑀𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒 �

𝐸𝐸𝑋𝑋𝐸𝐸𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑆𝑆𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑀𝑀𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻�𝐼𝐼
𝑄𝑄
⎠⎞⎠⎟
⎞
⎦⎥⎥
⎥⎤ → 

�1

4
�𝑛𝑛−1

× √2 �𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃1

2
+
𝑘𝑘
4

+ 𝑛𝑛 ∙ 𝑘𝑘
4
�𝐶𝐶𝐼𝐼𝐼𝐼 ��𝜃𝜃𝐼𝐼𝑚𝑚

𝐼𝐼=2

+ �𝐼𝐼 ∙ 𝜃𝜃𝐼𝐼
2

𝑚𝑚
𝐼𝐼=2

�
− 𝑆𝑆𝐼𝐼𝑛𝑛 �𝛽𝛽1

2
+
𝑘𝑘
4

+ 𝑛𝑛 ∙ 𝑘𝑘
4
�𝐶𝐶𝐼𝐼𝐼𝐼 ��𝛽𝛽𝐼𝐼𝑚𝑚

𝐼𝐼=2

+ �𝐼𝐼 ∙ 𝛽𝛽𝐼𝐼
2

𝑚𝑚
𝐼𝐼=2

��𝜃𝜃∧𝛽𝛽(𝐼𝐼 ′ )                                                 (8) 

Using the image definition function kernel of MR and integrating the right structure of the above formula, we can observe the 

polar coordinate image with higher dimension. And reference to Figure 1. 

 

 

 

 

 
 

 

 

 
 

Figure 1. Higher dimensional MR image sharpness kernel function polar image. 
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ⅲ. Perceive the fluctuation regular of MR information field in a higher dimension. 𝜔𝜔𝐼𝐼  is the angular velocity (𝜔𝜔𝐼𝐼 = 𝑇𝑇𝑀𝑀 ⊗𝑇𝑇𝐸𝐸) High frequency wave angular velocity: 𝜔𝜔𝐼𝐼�𝛿𝛿−1�,High frequency wave carrying image information. 

𝜔𝜔𝐼𝐼−1(𝛿𝛿) × 𝑛𝑛𝐼𝐼𝑎𝑎�𝐻𝐻𝐼𝐼𝑖𝑖 × 𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛
× 𝐻𝐻𝑖𝑖𝐼𝐼𝐻𝐻� =

𝑛𝑛𝐼𝐼𝑎𝑎�𝐻𝐻𝐼𝐼𝑖𝑖 × 𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛
× 𝐻𝐻𝑖𝑖𝐼𝐼𝐻𝐻�𝜔𝜔𝐼𝐼 (𝛿𝛿)

 𝜃𝜃𝜌𝜌(𝐼𝐼)
=
𝑛𝑛𝐼𝐼𝑎𝑎�𝐻𝐻𝐼𝐼𝑖𝑖 × 𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛

× 𝐻𝐻𝑖𝑖𝐼𝐼𝐻𝐻�𝜔𝜔𝐼𝐼 (𝛿𝛿)
, 𝜃𝜃 × 𝜔𝜔𝐼𝐼 (𝛿𝛿) = 𝜌𝜌(𝐼𝐼) × 𝑛𝑛𝐼𝐼𝑎𝑎�𝐻𝐻𝐼𝐼𝑖𝑖 × 𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛

× 𝐻𝐻𝑖𝑖𝐼𝐼𝐻𝐻� 
Ω𝑘𝑘+1 �𝜃𝜃 ∙ 𝜌𝜌𝐼𝐼 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 ��′ → 1

(𝑘𝑘 + 1)𝑘𝑘(𝑘𝑘 − 1) …
× 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 �𝜃𝜃𝐼𝐼 ′

𝑘𝑘�𝜌𝜌→𝛿𝛿  

  𝜃𝜃 =
𝜌𝜌(𝐼𝐼)𝜔𝜔𝐼𝐼 (𝛿𝛿)

× 𝑛𝑛𝐼𝐼𝑎𝑎�𝐻𝐻𝐼𝐼𝑖𝑖 × 𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛
× 𝐻𝐻𝑖𝑖𝐼𝐼𝐻𝐻� 𝐼𝐼𝐼𝐼 𝐼𝐼𝑆𝑆𝑆𝑆𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆𝐼𝐼𝐼𝐼𝑎𝑎 𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼 𝐼𝐼ℎ𝐼𝐼 𝐼𝐼𝑆𝑆𝐼𝐼𝑒𝑒𝐼𝐼 𝑖𝑖𝐼𝐼𝐼𝐼𝑚𝑚𝑆𝑆𝑛𝑛𝐼𝐼, 𝐼𝐼ℎ𝐼𝐼𝑛𝑛 

1

(𝑘𝑘 + 1)𝑘𝑘(𝑘𝑘 − 1) …
× 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 � 𝜌𝜌(𝐼𝐼)𝜔𝜔𝐼𝐼 (𝛿𝛿)

× 𝑛𝑛𝐼𝐼𝑎𝑎�𝐻𝐻𝐼𝐼𝑖𝑖 × 𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛
× 𝐻𝐻𝑖𝑖𝐼𝐼𝐻𝐻��𝜕𝜕

𝑘𝑘
,𝐼𝐼𝑛𝑛𝑎𝑎 𝐼𝐼𝑖𝑖 𝑚𝑚 → 0, 𝐼𝐼 ′ , 𝐼𝐼ℎ𝐼𝐼𝑛𝑛 

� 𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝜃𝜃𝑘𝑘 �𝐼𝐼 ′��𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ∧ 𝑆𝑆𝜕𝜕2𝑀𝑀−𝑘𝑘 �𝛽𝛽𝑘𝑘 �𝐼𝐼 ′��𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼 �
=

1

(𝑘𝑘 + 1)𝑘𝑘(𝑘𝑘 − 1) …
× 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 � 𝜌𝜌(𝐼𝐼)𝜔𝜔𝐼𝐼 (𝛿𝛿)

× 𝑛𝑛𝐼𝐼𝑎𝑎�𝐻𝐻𝐼𝐼𝑖𝑖 × 𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛
× 𝐻𝐻𝑖𝑖𝐼𝐼𝐻𝐻��𝜕𝜕

𝑘𝑘
                  (9) 

Equation (9) above is the functional equation of the dimensionality reduction process of high-frequency wave carrying image 

information field. 

ⅵ. KFDNN has a dimension reduction process (gradient descent) in neural network training and learning. 

If 𝜔𝜔𝐼𝐼 (𝛿𝛿) high-frequency wave and brain like (human brain) wave have some low-frequency co vibration resonance, it 

will make the human brain uncomfortable, that is  

(𝑘𝑘 + 1)𝑘𝑘(𝑘𝑘 − 1) …𝜔𝜔𝐼𝐼 �𝛿𝛿−1� × (𝑆𝑆−𝑘𝑘+1),→ 𝜔𝜔𝐼𝐼 (𝛿𝛿)

(𝑘𝑘 + 1)𝑘𝑘(𝑘𝑘 − 1) …
× 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑘𝑘−1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 � 

𝜔𝜔𝐼𝐼 (𝑇𝑇𝑀𝑀⊗ 𝑇𝑇𝐸𝐸)

(𝑘𝑘 + 1)𝑘𝑘(𝑘𝑘 − 1) …
× 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑘𝑘−1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �𝛿𝛿𝐻𝐻 

The above function structure is the form of low-frequency co vibration resonance wave carrying image information. 

𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼−𝑘𝑘+1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �𝛿𝛿𝐻𝐻 =
𝜔𝜔𝐼𝐼−1(𝑇𝑇𝑀𝑀⊗ 𝑇𝑇𝐸𝐸)

(𝑘𝑘 + 1)𝑘𝑘(𝑘𝑘 − 1) …
× �𝐶𝐶𝐼𝐼𝐼𝐼 ��𝜃𝜃𝐼𝐼𝑚𝑚

𝐼𝐼=2

+ �𝐼𝐼 ∙ 𝜃𝜃𝐼𝐼
2

𝑚𝑚
𝐼𝐼=2

� − 𝐶𝐶𝐼𝐼𝐼𝐼 ��𝛽𝛽𝐼𝐼𝑚𝑚
𝐼𝐼=2

+ �𝐼𝐼 ∙ 𝛽𝛽𝐼𝐼
2

𝑚𝑚
𝐼𝐼=2

��, 
𝐼𝐼𝑛𝑛𝑎𝑎 𝛿𝛿 → 1,𝐼𝐼𝐼𝐼 𝛿𝛿 → −∞                                                                                                                                                                   (10) 

𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼−𝑘𝑘+1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �𝛿𝛿𝐻𝐻 =
�1

4
�𝑛𝑛

(𝑘𝑘 + 1)𝑘𝑘(𝑘𝑘 − 1) …
× �𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃𝐼𝐼 + �𝜃𝜃𝐼𝐼𝑚𝑚

𝐼𝐼=2

+ 𝑛𝑛 ∙ 𝑘𝑘
4
� + 𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃𝐼𝐼 −�𝜃𝜃𝐼𝐼𝑚𝑚

𝐼𝐼=2

+ 𝑛𝑛 ∙ 𝑘𝑘
4
��, 

(𝑘𝑘 + 1) + 𝑘𝑘(𝑘𝑘 − 1) + ⋯�1

4
�𝑛𝑛 × (𝑘𝑘 + 1)𝑘𝑘(𝑘𝑘 − 1) … × 𝜔𝜔𝐼𝐼 (𝑇𝑇𝑀𝑀⊗ 𝑇𝑇𝐸𝐸)

=
�𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃𝐼𝐼 + ∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 + 𝑛𝑛 ∙ 𝑘𝑘

4
� − 𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃𝐼𝐼 − ∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 + 𝑛𝑛 ∙ 𝑘𝑘

4
���𝐶𝐶𝐼𝐼𝐼𝐼 �∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 + ∑ 𝐼𝐼 ∙ 𝜃𝜃𝐼𝐼

2

𝑚𝑚𝐼𝐼=2 � − 𝐶𝐶𝐼𝐼𝐼𝐼 �∑ 𝛽𝛽𝐼𝐼𝑚𝑚𝐼𝐼=2 + ∑ 𝐼𝐼 ∙ 𝛽𝛽𝐼𝐼
2

𝑚𝑚𝐼𝐼=2 �� 
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(𝑘𝑘 + 1) + 𝑘𝑘(𝑘𝑘 − 1) + ⋯𝜔𝜔𝐼𝐼 (𝑇𝑇𝑀𝑀⊗ 𝑇𝑇𝐸𝐸)
≃ �𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃𝐼𝐼 + ∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 + 𝑛𝑛 ∙ 𝑘𝑘

4
� + 𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃𝐼𝐼 −∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 + 𝑛𝑛 ∙ 𝑘𝑘

4
���𝐶𝐶𝐼𝐼𝐼𝐼 �∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 + ∑ 𝐼𝐼 ∙ 𝜃𝜃𝐼𝐼

2

𝑚𝑚𝐼𝐼=2 � − 𝐶𝐶𝐼𝐼𝐼𝐼 �∑ 𝛽𝛽𝐼𝐼𝑚𝑚𝐼𝐼=2 + ∑ 𝐼𝐼 ∙ 𝛽𝛽𝐼𝐼
2

𝑚𝑚𝐼𝐼=2 �� 
1𝜔𝜔𝐼𝐼 (𝑇𝑇𝑀𝑀⊗𝑇𝑇𝐸𝐸)

𝐼𝐼𝐼𝐼𝑎𝑎𝑆𝑆𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛�⎯⎯⎯⎯⎯⎯� �𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃𝐼𝐼 + ∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 + 𝑛𝑛 ∙ 𝑘𝑘
4
�+ 𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃𝐼𝐼 − ∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 + 𝑛𝑛 ∙ 𝑘𝑘

4
��𝜆𝜆𝐼𝐼 �𝐶𝐶𝐼𝐼𝐼𝐼�𝜃𝜃𝐼𝐼 + ∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 � − 𝑆𝑆𝐼𝐼𝑛𝑛 �𝜃𝜃𝐼𝐼 − ∑ 𝜃𝜃𝐼𝐼𝑚𝑚𝐼𝐼=2 + 𝑛𝑛 ∙ 𝑘𝑘

4
�� × 𝐼𝐼𝑎𝑎 ��𝜃𝜃𝐼𝐼 � 

1𝜔𝜔𝐼𝐼 (𝑇𝑇𝑀𝑀⊗𝑇𝑇𝐸𝐸)
= 𝑛𝑛𝐼𝐼𝑎𝑎 ��𝐼𝐼 ∙ 𝜃𝜃𝐼𝐼

2

𝑚𝑚
𝐼𝐼=2

� , ∴ 
𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼−𝑘𝑘+1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �𝛿𝛿𝐻𝐻 = 𝑛𝑛𝐼𝐼𝑎𝑎 ��𝐼𝐼 ∙ 𝜃𝜃𝐼𝐼

2

𝑚𝑚
𝐼𝐼=2

�𝐸𝐸𝑋𝑋                                                (11) 

The following and reference to Figure 2. (formula (11)) shows the brain like (left and right brain of human brain) of the 

three-dimensional image of the reduced resonance wave morphological equation of low-frequency co vibration carrying 

image information. 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼−𝑘𝑘+1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �𝛿𝛿𝐻𝐻 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Three dimensional image of reduced resonance wave morphological equation of brain like with image information. 

The left and right brain (brain like) kernels cooperate with the transformation of the fitting equation carrying the information 

reduced wave form. 

Ω𝐼𝐼 ′ (𝜃𝜃∧𝛽𝛽)

�𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑘𝑘 �𝜃𝜃𝑘𝑘 ∧ 𝛽𝛽𝑘𝑘 �+ ~�𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼−𝑘𝑘+1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �𝛿𝛿𝐻𝐻𝑚𝑚
𝑘𝑘≥3

, 𝐼𝐼𝑖𝑖 𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼−𝑘𝑘+1 ⊂ 𝑛𝑛𝐼𝐼𝑎𝑎 ��𝐼𝐼 ∙ 𝜃𝜃𝐼𝐼
2

𝑚𝑚
𝐼𝐼=2

�𝐸𝐸𝑋𝑋                    (12) 

Each reduced 𝑆𝑆−1-slice stores a large amount of information, including information fragments similar to MR images. On the 

whole, it is a high-dimensional data of massive information stored in the brain-like(human brain). And there is a higher 

dimension information of the key group to extract the information, which is called the distribution table group of high 

dimension information. It is equivalent to the generation sequence of key group, so equation (5) is simplified to  

𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 ��𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼−𝑘𝑘+1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �𝛿𝛿𝐻𝐻𝑚𝑚
𝑘𝑘≥3

�~𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 ��𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼 ��𝐼𝐼 ∙ 𝜃𝜃𝐼𝐼
2

𝑚𝑚
𝐼𝐼=2

�𝐸𝐸𝑋𝑋�𝐼𝐼′ �
𝑄𝑄𝑀𝑀𝑀𝑀𝑚𝑚

𝑘𝑘≥3

� , 𝐼𝐼𝑛𝑛𝑎𝑎 𝐼𝐼  𝐼𝐼𝐼𝐼 𝐼𝐼𝑒𝑒𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎 𝑎𝑎𝐼𝐼𝑚𝑚𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛 
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𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 ��𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼−𝑘𝑘+1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �𝛿𝛿𝐻𝐻𝑚𝑚
𝑘𝑘≥3

�~𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 ⎝⎛�𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼��𝜌𝜌𝜃𝜃 ∙ 𝜃𝜃𝜌𝜌(𝐼𝐼 ′ )
2

𝑚𝑚
𝜌𝜌=2

�𝐸𝐸𝑋𝑋�𝐼𝐼′ �
𝑄𝑄𝑀𝑀𝑀𝑀𝑚𝑚

𝑘𝑘≥3 ⎠⎞ , 𝐼𝐼𝑛𝑛𝑎𝑎  

𝐼𝐼 ≥ 3 𝐼𝐼𝐼𝐼 𝐼𝐼𝑒𝑒𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎 𝑎𝑎𝐼𝐼𝑚𝑚𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛 , 𝜌𝜌(𝐼𝐼′)𝐼𝐼𝐼𝐼 𝐼𝐼ℎ𝐼𝐼 𝑎𝑎𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼 𝑎𝑎𝐼𝐼𝐼𝐼𝑚𝑚𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝑖𝑖 𝑎𝑎𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼 𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼, 𝐼𝐼′  𝐼𝐼𝐼𝐼 𝐼𝐼ℎ𝐼𝐼 𝐼𝐼𝐼𝐼𝑚𝑚𝐼𝐼 𝐼𝐼𝐼𝐼𝑛𝑛𝑎𝑎𝐼𝐼𝑛𝑛𝐼𝐼   (13) 

The key group generates the sequence � Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1+ ∧ Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1− � to the left and right brain (brain like) kernels, and cooperates 

with and carries the information to reduce the fluctuation fitting transformation (formula (13)). A large amount of information 

(such as MR image information) is stored on each reduced 𝑆𝑆−1, and the extraction of information requires the generation 

sequence of key group, i.e. distribution table group (guidance), which may have a cotangent timeline 𝜌𝜌𝜃𝜃 �𝐼𝐼 ′�. 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The generation sequence of the key group of each piece of 𝑆𝑆−1 information has a cotangent time line 𝜌𝜌𝜃𝜃 �𝐼𝐼 ′�. 
In the high-dimensional information field, there is a hidden timeline 𝜌𝜌𝜃𝜃 �𝐼𝐼 ′�, and reference to Figure 3. that is, Cotangent 

bundle. It crosses the high-dimensional and low-dimensional brain like hypersections and 𝑆𝑆𝑘𝑘−1-slice bundles, so it can be 

found that there may be the generation sequence of key groups in both brain like and human brain, and 𝜌𝜌𝜃𝜃 (𝐼𝐼′) cotangent 

bundle and 𝑆𝑆𝑘𝑘−1 slice bundle. 

𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1

⎣⎢⎢
⎢⎡�𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼⎝⎛�𝜌𝜌𝜃𝜃 ⎝⎛𝑀𝑀𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒 �

𝐸𝐸𝑋𝑋𝐸𝐸𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑆𝑆𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑀𝑀𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻�𝐼𝐼
𝑄𝑄
⎠⎞

𝑚𝑚
𝜌𝜌=2

𝑚𝑚
𝑘𝑘≥3

∙ 𝜃𝜃𝜌𝜌(𝐼𝐼 ′ )
2

�𝐸𝐸𝑋𝑋�𝐼𝐼′ �
𝑄𝑄𝑀𝑀𝑀𝑀

⎦⎥⎥
⎥⎤

~𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 ��𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼−𝑘𝑘+1 �𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �𝛿𝛿𝐻𝐻𝑚𝑚
𝑘𝑘≥3

� ,𝐼𝐼𝑛𝑛𝑎𝑎 𝐼𝐼 𝐼𝐼𝐼𝐼 𝐼𝐼𝑒𝑒𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎 𝑎𝑎𝐼𝐼𝑚𝑚𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛                        (14) 

𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛
 is the core energy to maintain brain like (human brain) memory (information storage medium) [i.e. memory 

suspension maintenance energy]. So 𝑆𝑆𝑘𝑘−1�𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �-cut bundle (carrying energy), 𝜌𝜌𝜃𝜃 �𝐼𝐼 ′�𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 ��-cotangent 

bundle (carrying energy).  𝑆𝑆𝑘𝑘−1�𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �-slice bundle carries a large amount of identifiable information data, which is 

suitable for brain like (human brain). The key group generation sequence of cotangent bundle 𝜌𝜌𝜃𝜃 (𝐼𝐼 ′) is used to extract 

useful information data, i.e  

𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 (𝐼𝐼′)� 𝐸𝐸𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛𝐼𝐼  𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼�⎯⎯⎯⎯⎯⎯⎯⎯� � Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1
+ ∧ Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1− �                                                                                         (15) 
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Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 �𝐼𝐼 ′���+ ∧ Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 �𝐼𝐼 ′���−
 is the extraction information data function of the sequence generated by 

the key group.  

2. RECONSTRUCTED BRAIN LIKE NEURAL NETWORK R-KFDNN 

R-KFDNN Neuron structure function： Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 (𝐼𝐼′)��+ ∧ Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 (𝐼𝐼′)��−
 

R-KFDNN Neuron linked neural network：∑ 𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼 �∑ 𝜌𝜌𝜃𝜃 ∙ 𝜃𝜃𝜌𝜌 �𝐼𝐼′ �
2

𝑚𝑚𝜌𝜌=2 �𝐸𝐸𝑋𝑋�𝐼𝐼′ �
𝑄𝑄𝑀𝑀𝑀𝑀𝑚𝑚𝑘𝑘≥3  

Therefore, the functional structure of brain like neural network is reconstructed： 

Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1

⎝⎜
⎛𝑆𝑆𝑘𝑘−1 ��𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼 ��𝜌𝜌𝜃𝜃 ∙ 𝜃𝜃𝜌𝜌(𝐼𝐼 ′ )

2

𝑚𝑚
𝜌𝜌=2

�𝑄𝑄𝐸𝐸𝑚𝑚
𝑘𝑘≥3

�⎠⎟
⎞+ ∧ Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1

⎝⎜
⎛𝑆𝑆𝑘𝑘−1 ��𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼 ��𝜌𝜌𝜃𝜃 ∙ 𝜃𝜃𝜌𝜌(𝐼𝐼 ′ )

2

𝑚𝑚
𝜌𝜌=2

�𝑄𝑄𝐸𝐸𝑚𝑚
𝑘𝑘≥3

�⎠⎟
⎞−
 

The above formula is the function body of local reconstruction brain like neural network of left and right brain (human brain). 

The following formula is the complex high-dimensional equation R-KFDNN that reconstructs the function body of the brain 

like (human brain) overall neural network. 

𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1

⎣⎢⎢
⎢⎡

Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1

⎝⎜
⎛𝑆𝑆𝑘𝑘−1 ��𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼��𝜌𝜌𝜃𝜃 ∙ 𝜃𝜃𝜌𝜌�𝐼𝐼 ′�

2

𝑚𝑚
𝜌𝜌=2

�𝑄𝑄𝐸𝐸𝑚𝑚
𝑘𝑘≥3

�⎠⎟
⎞+∧−

⎦⎥⎥
⎥⎤

= Ω𝑘𝑘+1�𝜃𝜃�𝜌𝜌(𝐼𝐼)��𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎 ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 , 𝐼𝐼𝑛𝑛𝑎𝑎 𝑄𝑄𝐸𝐸
= 𝑀𝑀𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒 �𝐸𝐸𝑋𝑋𝐸𝐸𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑆𝑆𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻 𝐸𝐸𝑋𝑋𝑀𝑀𝐾𝐾 ⊗𝑋𝑋𝐾𝐾𝐻𝐻�𝐼𝐼

𝑄𝑄 𝐼𝐼𝐼𝐼 𝐼𝐼𝑒𝑒𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎 𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛                           (16) 

The compact correlation between special flexible neural network and reconstructed brain neural network is established to 

solve the complexity problem in AI, and the hidden layer of KFDNN deep neural network. Slice bundle 𝑆𝑆𝑘𝑘−1 equivalent to 

the key group generation sequence of brain like R-KFDNN, i.e  

Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 �𝐼𝐼 ′���+ ∧ Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 �𝐼𝐼 ′���−
 is the hidden layer equivalent to KFDNN 

The quasi thinking iterative programming of KFDNN is simpler and more practical than R-KFDNN in AI mathematical 

model. And KFDNN uses 3 sets of core formulas of depth statistics. 

𝑃𝑃�𝐴𝐴𝐼𝐼 ,𝐴𝐴𝑖𝑖�(1)
= �1

4
�𝑛𝑛 × �𝑆𝑆𝐼𝐼𝑛𝑛 �𝐴𝐴1 + �𝐴𝐴𝐼𝐼𝑚𝑚

𝐼𝐼=2

+ 𝑛𝑛 ∙ 𝑘𝑘
4
� + 𝑆𝑆𝐼𝐼𝑛𝑛 �𝐴𝐴1 −�𝐴𝐴𝐼𝐼𝑚𝑚

𝐼𝐼=2

+ 𝑛𝑛 ∙ 𝑘𝑘
4
��𝑃𝑃𝐼𝐼(𝑒𝑒 ,𝑛𝑛 )

∗                                     (17) 

𝑃𝑃(𝐴𝐴,𝐵𝐵)

(2)
= �1

4
�𝑛𝑛−1

× √2 �𝑆𝑆𝐼𝐼𝑛𝑛 �𝐴𝐴1

2
+
𝑘𝑘
4

+ 𝑛𝑛 ∙ 𝑘𝑘
4
�𝐶𝐶𝐼𝐼𝐼𝐼 ��𝐴𝐴𝐼𝐼𝑚𝑚

𝐼𝐼=2

+ �𝐼𝐼 ∙ 𝐴𝐴𝐼𝐼
2

𝑚𝑚
𝐼𝐼=2

�
− 𝑆𝑆𝐼𝐼𝑛𝑛 �𝐵𝐵1

2
+
𝑘𝑘
4

+ 𝑛𝑛 ∙ 𝑘𝑘
4
�𝐶𝐶𝐼𝐼𝐼𝐼 ��𝐵𝐵𝐼𝐼𝑚𝑚

𝐼𝐼=2

+ �𝐼𝐼 ∙ 𝐵𝐵𝐼𝐼
2

𝑚𝑚
𝐼𝐼=2

��𝑃𝑃𝐼𝐼𝑖𝑖 (𝑒𝑒𝐼𝐼 ,𝑛𝑛𝑖𝑖 )
∗                                           (18) 
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[Tanh × Ctanh]∇

=

�𝑘𝑘2𝜎𝜎1�𝑘𝑘2

4

3
× 𝐼𝐼 𝜃𝜃√𝑘𝑘+2�𝑋𝑋�𝐼𝐼𝑖𝑖 𝑋𝑋𝐼𝐼+1,𝑖𝑖+1�𝐼𝐼𝑖𝑖

1

8
��𝑋𝑋𝐼𝐼 −𝐼𝐼𝑋𝑋��𝐼𝐼—𝜇𝜇𝜎𝜎�3 − 𝑘𝑘2𝜎𝜎2√𝑘𝑘23 × 𝐼𝐼 𝜃𝜃√𝑘𝑘+2�𝑋𝑋�𝐼𝐼+1,𝑖𝑖+1𝑋𝑋𝐼𝐼𝑖𝑖 �𝐼𝐼𝑖𝑖−1

8
��𝑋𝑋𝐼𝐼 +𝐼𝐼𝑋𝑋��𝑖𝑖—

𝜇𝜇𝜎𝜎�3�
�𝑘𝑘2𝜎𝜎3√𝑘𝑘23 × 𝐼𝐼 𝜃𝜃√𝑘𝑘+2�𝑋𝑋�𝐼𝐼𝑖𝑖 𝑋𝑋𝐼𝐼+1,𝑖𝑖+1�𝐼𝐼𝑖𝑖18��𝑋𝑋𝐼𝐼 −𝐼𝐼𝑋𝑋��𝐼𝐼—𝜇𝜇𝜎𝜎�3

+ 
𝑘𝑘2𝜎𝜎4�𝑘𝑘2

4

3
× 𝐼𝐼 𝜃𝜃√𝑘𝑘+2�𝑋𝑋�𝐼𝐼+1,𝑖𝑖+1𝑋𝑋𝐼𝐼𝑖𝑖 �𝐼𝐼𝑖𝑖−1

8
��𝑋𝑋𝐼𝐼 +𝐼𝐼𝑋𝑋��𝑖𝑖—

𝜇𝜇𝜎𝜎�3�
⊗ �𝑘𝑘2𝜎𝜎5√𝑘𝑘23 × 𝐼𝐼 𝜃𝜃√𝑘𝑘−2�𝑋𝑋𝐼𝐼𝑖𝑖 𝑋𝑋�𝐼𝐼+1,𝑖𝑖+1�𝐼𝐼𝑖𝑖

1

8
��𝑋𝑋𝐼𝐼 −𝐼𝐼𝑋𝑋��𝐼𝐼−𝜇𝜇𝜎𝜎�3

+
𝑘𝑘2𝜎𝜎6�𝑘𝑘2

4

3
× 𝐼𝐼 𝜃𝜃√𝑘𝑘−2�𝑋𝑋�𝐼𝐼𝑖𝑖 𝑋𝑋𝐼𝐼+1,𝑖𝑖+1�𝐼𝐼𝑖𝑖−1

8
��𝑋𝑋𝐼𝐼 +𝐼𝐼𝑋𝑋��𝑖𝑖−𝜇𝜇𝜎𝜎�3�

�𝑘𝑘2𝜎𝜎7�𝑘𝑘2

4

3
× 𝐼𝐼 𝜃𝜃√𝑘𝑘−2�𝑋𝑋𝐼𝐼𝑖𝑖 𝑋𝑋�𝐼𝐼+1,𝑖𝑖+1�𝐼𝐼𝑖𝑖18��𝑋𝑋𝐼𝐼 −𝐼𝐼𝑋𝑋��𝐼𝐼−𝜇𝜇𝜎𝜎�3 − 𝑘𝑘2𝜎𝜎8√𝑘𝑘23 × 𝐼𝐼 𝜃𝜃√𝑘𝑘−2�𝑋𝑋�𝐼𝐼𝑖𝑖 𝑋𝑋𝐼𝐼+1,𝑖𝑖+1�𝐼𝐼𝑖𝑖−1

8
��𝑋𝑋𝐼𝐼 +𝐼𝐼𝑋𝑋��𝑖𝑖−𝜇𝜇𝜎𝜎�3� 

, 𝐼𝐼𝑛𝑛𝑎𝑎𝜎𝜎 �𝑘𝑘,
𝑘𝑘
4

,
𝑘𝑘
2

, 2𝑘𝑘�−T2 → 𝜎𝜎 �𝑘𝑘,
𝑘𝑘
4

,
𝑘𝑘
2

, 2𝑘𝑘�T2

，           (19) 

ⅰ. KFDNN is trained and learned by KNN neural network, which greatly improves the risk control accuracy of AI  

mathematical model.  

The reconstructed brain neuron network R-KFDDN is much more difficult than the above KFDNN. Its mathematical 

model itself has nonlinear disturbance in high-dimensional space, and the information field data processing runs on different 

levels, different dimensions, different tangent bundles and cotangent bundles. Key group is needed for data extraction. There 

is a hidden time tangent in data guidance, which is similar to data distribution table, but more complex than it. 

Key group： Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 (𝐼𝐼′)��+ ∧ Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 (𝐼𝐼′)��−
 

Brain like high dimensional morphology：Ω𝑘𝑘+1�𝜃𝜃�𝜌𝜌(𝐼𝐼)��𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎 ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 , Different dimensions 

Different layer forms：𝑆𝑆𝐿𝐿𝐼𝐼𝑖𝑖𝐼𝐼 ,𝐼𝐼𝐼𝐼𝑎𝑎ℎ𝐼𝐼𝑚𝑚+𝑘𝑘−1 �∑ 𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼 �∑ 𝜌𝜌𝜃𝜃 ∙ 𝜃𝜃𝜌𝜌 �𝐼𝐼′ �
2

𝑚𝑚𝜌𝜌=2 �𝐸𝐸𝑋𝑋�𝐼𝐼′ �
𝑄𝑄𝑀𝑀𝑀𝑀𝑚𝑚𝑘𝑘≥3 � 

Different cut bundle morphology (slice bundle)：𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 (𝐼𝐼′)�𝑄𝑄𝐸𝐸  
Cotangent bundle form：𝜌𝜌𝜃𝜃 �𝐼𝐼 ′�𝑄𝑄𝑀𝑀𝑀𝑀𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼  𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝑎𝑎𝑛𝑛 �� 

Data guided hidden time tangent：𝜌𝜌𝜃𝜃 �𝐼𝐼 ′�𝑄𝑄𝐸𝐸 �� → ∑ 𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼 �∑ 𝜌𝜌𝜃𝜃 ∙ 𝜃𝜃𝜌𝜌�𝐼𝐼 ′�
2

𝑚𝑚𝜌𝜌=2 �𝐸𝐸𝑋𝑋�𝐼𝐼 ′�
𝑄𝑄𝑀𝑀𝑀𝑀𝑚𝑚𝑘𝑘≥3  is similar to the data allocation table, 

but more complex.  

The key group is distributed on the slice bundle, i.e Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1

(𝑆𝑆𝑘𝑘−1)+ ∧ Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1

(𝑆𝑆𝑘𝑘−1)− ,𝐼𝐼𝑛𝑛𝑎𝑎 𝑆𝑆𝑘𝑘−1 𝐼𝐼𝐼𝐼 𝐼𝐼𝑒𝑒𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎 𝐼𝐼𝑛𝑛𝐼𝐼𝑛𝑛𝐼𝐼 𝑆𝑆𝑆𝑆𝑛𝑛𝑎𝑎𝑛𝑛𝐼𝐼. 

Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 (𝐼𝐼′)��+∧− → 𝜌𝜌𝜃𝜃 (𝐼𝐼′) ⊂�𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼 ��𝜌𝜌 ∙ 𝜃𝜃𝜌𝜌(𝐼𝐼 ′ )
2

𝑚𝑚
𝜌𝜌=2

�𝐸𝐸𝑋𝑋�𝐼𝐼′ �
𝑄𝑄𝐸𝐸𝑚𝑚

𝑘𝑘≥3

 

That is, the key group should finally be distributed on the 𝜌𝜌𝜃𝜃 �𝐼𝐼 ′�-Time tangent arc of ∑ 𝑛𝑛𝐼𝐼𝑎𝑎𝐼𝐼 �∑ 𝜌𝜌 ∙ 𝜃𝜃𝜌𝜌�𝐼𝐼 ′�
2

𝑚𝑚𝜌𝜌=2 �𝐸𝐸𝑋𝑋�𝐼𝐼 ′�
𝑄𝑄𝐸𝐸𝑚𝑚𝑘𝑘≥3 .  
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Sometimes in the brain like (human brain), the key group may be called the memory fragment distribution table. 

ⅱ. Memory analysis and AI mathematical model analysis of brain 

𝜔𝜔𝐼𝐼 �𝜆𝜆𝐼𝐼� → Ω𝐼𝐼 ′(𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1 �𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 �𝐼𝐼 ′���+∧−
, 𝐼𝐼𝑛𝑛𝑎𝑎 𝜆𝜆𝐼𝐼  is brain wave like frequency, 

𝜔𝜔 is the angular velocity and 𝐼𝐼 is the dimension 

� Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1
+∧− �𝜌𝜌𝜃𝜃𝑇𝑇 ~Ω𝐼𝐼+1 � 𝜔𝜔𝐼𝐼 �𝜆𝜆𝐼𝐼�𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 (𝐼𝐼 ′)�� 

Introduction to memory analysis - mirror reflection (with local random data loss) 

�𝜔𝜔𝐼𝐼 �𝜆𝜆𝐼𝐼� 𝑆𝑆𝑘𝑘−1 �𝜌𝜌𝜃𝜃 (𝐼𝐼 ′)�Ω𝑇𝑇 (𝜔𝜔, 𝑆𝑆𝑘𝑘−1)𝐼𝐼𝜌𝜌𝜃𝜃 (𝐼𝐼 ′) 𝑄𝑄𝐸𝐸 �~ � Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1
+∧− �

𝜌𝜌𝜃𝜃
𝑇𝑇

 

⎣⎢⎢
⎢⎢⎢
⎢⎡𝜔𝜔1𝑆𝑆1

−1 𝜔𝜔2𝑆𝑆2
−1 …

⋯
Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆𝐼𝐼�𝜔𝜔⋮ ⋱ ⋮𝜌𝜌𝜃𝜃1 𝜌𝜌𝜃𝜃2

…

⋯ ⎦⎥⎥
⎥⎥⎥
⎥⎤ 𝑀𝑀𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼𝐼𝑖𝑖𝑛𝑛𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛𝑛𝑛𝐼𝐼𝑛𝑛𝐼𝐼𝑛𝑛 𝐼𝐼𝐼𝐼𝑛𝑛𝑎𝑎𝐼𝐼𝑚𝑚 𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼 𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼

⎣⎢⎢
⎢⎢⎢
⎢⎡

…

⋯ … 𝜌𝜌𝜃𝜃2

∗ 𝜌𝜌𝜃𝜃1

∗⋮ ⋱ ⋮
Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆𝐼𝐼�𝜔𝜔

…

⋯ … 𝑆𝑆2
−1𝜔𝜔2
∗ 𝑆𝑆1

−1𝜔𝜔1
∗ ⎦⎥⎥
⎥⎥⎥
⎥⎤

(20) 

if Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆𝐼𝐼�𝜔𝜔+ ∨ Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆∗𝐼𝐼 �𝜔𝜔− ≅ 𝐼𝐼𝐼𝐼+1�𝜆𝜆∗𝐼𝐼 �𝜔𝜔 ,𝐼𝐼𝑛𝑛𝑎𝑎 𝐼𝐼 𝐼𝐼𝐼𝐼 𝐼𝐼ℎ𝐼𝐼 𝑎𝑎𝐼𝐼𝑚𝑚𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛,𝜔𝜔 𝐼𝐼𝐼𝐼 𝐼𝐼ℎ𝐼𝐼 𝐼𝐼𝑚𝑚𝑎𝑎𝑛𝑛𝐼𝐼𝐼𝐼𝑆𝑆𝑎𝑎𝐼𝐼，𝜆𝜆𝐼𝐼  𝐼𝐼𝐼𝐼 𝜆𝜆∗𝐼𝐼  𝐼𝐼𝐼𝐼 𝐼𝐼ℎ𝐼𝐼 𝑖𝑖𝐼𝐼𝐼𝐼𝑓𝑓𝑆𝑆𝐼𝐼𝑛𝑛𝑛𝑛𝑛𝑛. 

Therefore, the key variable of memory analysis is 𝐼𝐼𝐼𝐼+1�𝜆𝜆∗𝐼𝐼 �𝜔𝜔 , which obtains brain like (human brain) information data 

through the mirror reflection of high-dimensional information field.  

� Ω𝐼𝐼 ′ (𝜃𝜃)

𝑆𝑆𝜕𝜕𝑀𝑀−1
+∧− �𝜌𝜌𝜃𝜃𝑇𝑇 → � Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆𝐼𝐼�𝜔𝜔+ ∨ Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆∗𝐼𝐼 �𝜔𝜔− � 

Parsing is embedded in information and runs on a higher dimension. Memory parsing requires high speed 𝜔𝜔𝐼𝐼 �𝜆𝜆𝐼𝐼�，and linear.  

Memory Parsing：𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼+1 �𝜆𝜆∗𝐼𝐼 �𝜔𝜔 : � Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆𝐼𝐼�𝜔𝜔+ ∨ Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆∗𝐼𝐼 �𝜔𝜔− �𝜌𝜌𝜃𝜃 �𝐼𝐼 ′�𝑆𝑆𝑘𝑘−1

 

𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼+1 �𝜆𝜆∗𝐼𝐼 �𝜔𝜔 : � Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆𝐼𝐼�𝜔𝜔+ ∨ Ω𝑄𝑄𝐸𝐸𝐼𝐼+1�𝜆𝜆∗𝐼𝐼 �𝜔𝜔− �𝜌𝜌𝜃𝜃 (𝐼𝐼 ′ )𝑆𝑆𝑘𝑘−1

…

𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼3 �𝜆𝜆∗𝐼𝐼 �𝜔𝜔 : � Ω𝑄𝑄𝐸𝐸3 �𝜆𝜆𝐼𝐼�𝜔𝜔+ ∨ Ω𝑄𝑄𝐸𝐸3 �𝜆𝜆∗𝐼𝐼 �𝜔𝜔− �𝜌𝜌𝜃𝜃 (𝐼𝐼 ′ )𝑆𝑆𝑘𝑘−1

𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼2 �𝜆𝜆∗𝐼𝐼 �𝜔𝜔 : � Ω𝑄𝑄𝐸𝐸2 �𝜆𝜆𝐼𝐼�𝜔𝜔+ ∨ Ω𝑄𝑄𝐸𝐸2 �𝜆𝜆∗𝐼𝐼 �𝜔𝜔− �𝜌𝜌𝜃𝜃 (𝐼𝐼 ′ )𝑆𝑆𝑘𝑘−1

                                                                   (21) 

The compact compression of 𝜌𝜌𝜃𝜃 �𝐼𝐼 ′�, that is, the compression structure with time 𝐼𝐼 ′ at the same time. 𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼+1 �𝜆𝜆∗𝐼𝐼 �𝜔𝜔  will 

switch freely in the high-dimensional information field. Therefore, the key to memory analysis is in 𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼+1 �𝜆𝜆∗𝐼𝐼 �𝜔𝜔(𝐼𝐼 ′ )
, which 
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is a linear wave structure with special frequency.  

3. CONCLUSION 

Reconstruct the brain like neural network R-KFDNN, generate the sequence super tangent plane from the brain like heavy 

nucleus boundary key group for the first time, and fuse with the flexible depth neural network (KFDNN) and brain like 

neural network.From the perspective of nervous system repair of local nerve damage, this paper analyzes how the brain 

obtains memory analysis from the distribution table group of Time tangent bundle with fingerprint feature key group 

generation sequence,and so as to provide useful help for memory recovery. 
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